ABSTRACT - Optimizing sequential decision-making under uncertainty is essential in many contexts, including inventory control, finance, healthcare, and many others. One of the most common model formulations is the Markov decision process (MDP). However, ambiguity in the MDP model parameters can introduce challenges because recommendations from MDPs depend on the underlying model, and there are often multiple plausible models. To address this problem, we present a framework in which a decision-maker considers multiple models of the MDP’s ambiguous parameters and seeks to find a policy that maximizes an aggregate measure of performance with respect to each of these models of the MDP, such as weighted rewards, regret, or worst-case performance. I will discuss connections to other models in the stochastic optimization literature, complexity results, and solution methods for solving these problems. I’ll illustrate the approach with two examples, one in the context of preventative treatment for cardiovascular disease and the other in the context of machine maintenance. Finally, I’ll conclude with a summary of the most important takeaway messages from the study.
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